
E T H I C A L  &  R E S P O N S I B L E  
U S E  O F  G E N E R AT I V E  A I

G A B R I E L L E  H A R R I S



DISCUSSION TOPICS:

Introductions

 What are we doing about it at BYU?

 What do you need to do as you use GenAI?

 Why do we care about the ethical & responsible use of AI?

 Additional resources



INTRODUCTIONS
–––

C E S  P R I V A C Y  C E N T E R



CES PRIVACY CENTER:

HOWARD 
LOOS 

GABRIELLE 
HARRIS



WHY DO WE CARE ABOUT THE 
ETHICAL & RESPONSIBLE 

USE OF AI?
–––

C E S  P R I V A C Y  C E N T E R



OUR 
INSTITUTIONAL 

VALUES & GOALS 



ELDER DAVID A. BEDNAR
B Y U  D e v ot ion a l  Ja n u a r y  23 , 2024

“I nnovat ions  
such as  art i f ic ia l  

inte l l ig enc e  
have the  potent ia l  to  both

 
(1 )  ass is t  you  in  rec eiv ing  

m ag nif ic ent  b l ess ing s  

and
 

(2)  d iminish  and  suffoc ate  
you r  m oral  ag enc y.”



“While generative artificial intelligence 
may be quick to offer information, it can 

never replace revelation or generate 
truth. If something does not feel right or 

is inconsistent with what you know is 
true, seek to discern before believing.”

 

–––
 

E l d e r  G e r r i t  W .  G o n g
Ma rch  13 , 2024



“In no other field is the ethical compass more relevant 
than in artificial intelligence. These general-purpose  
technologies are re-shaping the way we work, interact,  
and live. The world is set to change at a pace not seen  
since the deployment of the printing press six 
centuries ago. AI technology brings major benefits in 
many areas, but without the ethical guardrails, it risks 
reproducing real world biases and discrimination,  
fueling divisions and threatening fundamental human 
rights and freedoms. “

-GABRIELA RAMOS 
Assistant Director-General, Social and Human Sciences, UNESCO  
(United Nations Educational, Scientific and Cultural Organization)

E T H I C S  &  A I



REGULATIONS & 
ENFORCEMENTS



OVER 1000 AI  
POLICY INITIATIVES 
FROM 69 
COUNTRIES, 
TERRITORIES AND 
THE EU

U.S. CURRENTLY 
HAS 82 INITIATIVES

Additional evolutions in the regulatory environment: Executive orders, councils (NAIAC), Chief AI Officers at Federal Agencies, enforcements, etc.

Additional evolutions in the regulatory 
environment: Executive orders, councils 

(NAIAC), Chief AI Officers at Federal Agencies, 
enforcements, etc. 

https://library.gv.com/everyone-is-a-designer-get-over-it-501cc9a2f434


WORLD’S FIRST 
COMPREHENSIVE 
AI LAW



EXAMPLES OF ENFORCEMENTS & LEGAL ACTION

Clearview AI breached 

Australians’ Privacy

DATA SCRAPING

FTC Takes Action Against Company 

Formerly Known as Weight Watchers 

for Illegally Collecting Kids’ Sensitive 

Health Data

CHILDREN’S DATA

Potential Bias in AI 

Consumer Decision Tools 

Eyed by FTC, CFPB

CONSUMER DECISION TOOLS

Landmark Legal Case 

Highlights Corporate 

Accountability For 

Automated Decisions

AUTOMATED DECISIONS

Johnson & Johnson Class 

Action Claims Neutrogena 

Skin360 Violates BIPA 

Laws

BIOMETRIC INFORMATION



INDUSTRY 
STANDARDS & BEST 

PRACTICES



A system of policies, practices, and processes 
organizations implement to manage and 
oversee their use of AI technology and 
associated risks to ensure the AI aligns with 
an organization’s objectives, is developed 
and used responsibly and ethically, and 
complies with applicable legal requirements. 
–IAPP Glossary

A I  G O V E R N A N C E



NIST AI RMF OECD AI 
PRINCIPLES

EU AI ACT MICROSOFT NYMITY PWC 
RESPONSIBLE AI 
TOOLKIT

OTHER 
FRAMEWORKS 
REVIEWED

Valid & Reliable Robustness Technical 
Robustness

Reliability Robustness Robustness EO 13960

Safe Safety Safety Safety Human Oversight 
and Promotion of 
Human Values

Safety G20 AI Principles

Fair & Bias Managed Human-centered 
Values and Fairness

Non-discrimination, 
Diversity & Fairness, 
Data Governance

Fairness & 
Inclusiveness

Diversity, Non-
discrimination, and 
Fairness

Bias & Fairness Salesforce

Secure & Resilient Security Security & Resilience Security Security Security Jurisdiction Specific 
Declarations and 
Regulations

Transparent & 
Accountable

Transparency and 
Responsible 
Disclosure & 
Accountability

Transparency, 
Accountability, 
Human Agency & 
Oversight

Transparency & 
Accountability

Transparency, 
Accountability & 
Auditability

Data and AI Ethics 
Policy & Regulation

Explainable & 
Interpretable

Explainability Explainability & 
Interpretability (as 
part of Transparency)

Explainability Interpretability & 
Explainability

Privacy-Enhanced Human values: 
Respect for Human 
Rights

Privacy & Data 
Governance

Privacy Privacy Data 
Governance Legality, 
Necessity and 
Proportionality

Privacy Governance, 
Compliance, and 
Risk Management



Key observation:
Most prominent frameworks include similar core principles:

• Valid & Reliable
• Safe
• Fairness & Bias
• Secure & Resilient
• Transparent & Accountable
• Explainable & Interpretable
• Privacy-Enhanced

AI GOVERNANCE FRAMEWORKS COMPARISON 
SUMMARY



GAINS & RISKS



POTENTIAL GAINS
WHEN AI GOES RIGHT

SECURITY

Enhance threat detection 

and increase system 

resilience 

INNOVATION

Innovate products and 

services 

BUSINESS INTEGRITY 

Increase fraud prevention 

and detection

FINANCIAL

Achieve cost savings, 

improve demand 

forecasting or financial 

projections

OPERATIONAL

Operate more efficiently 

and increase productivity, 

improve supply chain and 

other operation resilience 

PEOPLE

Increase skills, retain top 

talent, enhance recruiting 

DECISION-MAKING

Improve decision-making, 

workforce or scenario 

planning

QUALITY

Create better customer 

experiences



REAL WORLD EXAMPLES
ARTIFICIAL INTELLIGENCE IN THE REAL WORLD

PERSONALIZED LEARNING

Rensselaer Polytechnic Institute 

uses AI for personalized learning 

in the “Mandarin Project” which 

creates a lifelike experience to 

practice the language, in their 

New York based institution.

RESEARCH

Richard Ross, an associate 

professor at the University of 

Virginia uses AI in his classroom by 

having his students conduct 

research and then compare the 

results to research done by an AI 

model.

ADMINISTRATIVE SUPPORT

The University of Bridgeport 

suggests using AI to streamline 

administrative processes to power 

student record systems, 

scheduling, etc. AI tools are used 

to interpret data on recruitment, 

admissions, and retention efforts.



POTENTIAL CONSEQUENCES & IMPACTS

• Fines

• Financial loss or performance 

• Recovery expenses (legal, breach notification, etc.)

• Sunk costs

• Loss of donors

FINANCIAL

• Apps removed from app stores

• Resource constraints

• Loss of productivity

• Delete algorithms and corresponding data 

• Loss of innovation 

OPERATIONAL

• Harm to individuals, communities, or society

HEALTH & SAFETY

• Revoked licenses

• Sanctions or penalties

LICENSE TO OPERATE

• Enforcements - Fines, penalties, delete AI & data

• Consent decrees or consent agreements

• Private right of action

LEGAL & REGULATORY

• Harm to environment 

• Wasted resources

ENVIRONMENTAL

• Adverse publicity or PR crisis

• Damage to brand reputation 

• Loss of trust

REPUTATION

• Complaints tied to inaccurate product claims, 

untruthful advertising, unfair or deceptive trade 

practices 

• Claims of discrimination or violated individual rights

BUSINESS INTEGRITY/FRAUD

• Loss of revenue

• Decline in loyalty or long-term customers, 

subscribers, or repeat visitors

SALES

• Loss of “customers” (website visitors, students, 

alumni, survey respondents, etc.), employees, job 

applicants, top talent

• Negative impact on morale

PEOPLE

WHEN AI GOES WRONG



“The other day a colleague asked the ChatGPT website, Who is Sheri Dew? Within 
seconds, it generated a bio on me that got my birthday, birthplace, and Church 
membership right. Then it said I was Time Magazine’s 2003 Woman of the Year. I 
wasn’t. And that I have an MBA from Harvard. I don’t. But it all looked true. 

Another colleague in the room said, “I didn’t know you were Time Magazine’s 
Woman of the Year.” “I wasn’t,” I said for the second time. Trust me, I am going to 
get introduced somewhere as Time’s Woman of the Year. Artificial intelligence has 
remarkable capabilities, but it can also produce deepfakes instantly… 
Artificial Intelligence will only make it more difficult to discern what is true and what 
is not. “

–SHERI L. DEW
BYU Women’s Conference, May 5, 2023

E X A M P L E



FIRED & FINEDMISINFORMATION HIRING

One lawyer was fired and another 

fined after using ChatGPT to save 

time. In both cases, the AI chatbot 

made up several fake lawsuit 

citations when asked to compose 

a brief that were not discovered 

until after filing. 

Google’s AI Overviews feature has 

delivered numerous incorrect 

answers, such as: 

-Batman is a cop

-A dog has played in the NBA, 

NFL, and NHL

-Add glue to your pizza in order to 

get the cheese to stay on.

Amazon stopped using its AI 

hiring algorithm after finding it 

favored applicants based on the 

use of certain words more 

commonly found in men’s 

resumes. 

REAL WORLD EXAMPLES
ARTIFICIAL INTELLIGENCE IN THE REAL WORLD



IS YOUR HEALTH INSURER 
USING AI TO DENY YOU 
SERVICES? LAWSUIT SAYS 
ERRORS HARMED ELDERS

-USA Today
Nov 19, 2023

MICROSOFT ACCUSED OF 
DAMAGING GUARDIAN’S 
REPUTATION WITH AI-
GENERATED POLL

-The Guardian
Oct 31, 2023

DON’T DATE 
ROBOTS — THEIR 
PRIVACY POLICIES 
ARE TERRIBLE

-The Verge
Feb 15, 2024

TEEN BOYS ACCUSED OF 
CREATING AI DEEPFAKE 
NUDES OF FEMALE 
CLASSMATES

-The Independent
Nov 2, 2023

THEY THOUGHT 
LOVED ONES WERE 
CALLING FOR HELP. IT 
WAS AN AI SCAM

-The Washington Post
May 5, 2023

FACIAL RECOGNITION 
LED TO WRONGFUL 
ARRESTS. SO DETROIT IS 
MAKING CHANGES

-The New York Times
June 29, 2024

MAN TRICKS GM DEALER’S AI 
CHATBOT INTO SELLING 2024 
CHEVY TAHOE FOR $1

-Breitbart
Dec 22, 2023

SPORTS ILLUSTRATED IS 
THE LATEST MEDIA 
COMPANY DAMAGED BY 
AN AI EXPERIMENT GONE 
WRONG

-AP News
Nov 28, 2023

When AI Systems Fail: Introducing the AI Incident Database - Partnership on AI

Welcome to the Artificial Intelligence Incident Database

RECENT HEADLINES
EXAMPLES OF REPUTATIONAL DAMAGE, HARM TO INDIVIDUALS, AND LOSS OF TRUST

https://www.usatoday.com/story/news/health/2023/11/19/unitedhealth-artificial-intelligence-denies-claims-in-error-lawsuit-says/71579822007/
https://www.usatoday.com/story/news/health/2023/11/19/unitedhealth-artificial-intelligence-denies-claims-in-error-lawsuit-says/71579822007/
https://www.theguardian.com/media/2023/oct/31/microsoft-accused-of-damaging-guardians-reputation-with-ai-generated-poll#:~:text=Microsoft%20accused%20of%20damaging%20Guardian's%20reputation%20with%20AI%2Dgenerated%20poll,-This%20article%20is&text=The%20Guardian%20has%20accused%20Microsoft,article%20by%20the%20news%20publisher.
https://www.theguardian.com/media/2023/oct/31/microsoft-accused-of-damaging-guardians-reputation-with-ai-generated-poll#:~:text=Microsoft%20accused%20of%20damaging%20Guardian's%20reputation%20with%20AI%2Dgenerated%20poll,-This%20article%20is&text=The%20Guardian%20has%20accused%20Microsoft,article%20by%20the%20news%20publisher.
https://www.theverge.com/2024/2/15/24074063/ai-chatbot-virtual-girlfriend-apps-mozilla-privacy-report
https://www.theverge.com/2024/2/15/24074063/ai-chatbot-virtual-girlfriend-apps-mozilla-privacy-report
https://www.independent.co.uk/news/deepfake-nude-westfield-high-school-nj-b2440793.html
https://www.independent.co.uk/news/deepfake-nude-westfield-high-school-nj-b2440793.html
https://www.washingtonpost.com/technology/2023/03/05/ai-voice-scam/
https://www.washingtonpost.com/technology/2023/03/05/ai-voice-scam/
https://www.nytimes.com/2024/06/29/technology/detroit-facial-recognition-false-arrests.html
https://www.nytimes.com/2024/06/29/technology/detroit-facial-recognition-false-arrests.html
https://www.breitbart.com/tech/2023/12/22/now-thats-a-stocking-stuffer-man-tricks-gm-dealers-ai-chatbot-into-selling-2024-chevy-tahoe-for-1/
https://www.breitbart.com/tech/2023/12/22/now-thats-a-stocking-stuffer-man-tricks-gm-dealers-ai-chatbot-into-selling-2024-chevy-tahoe-for-1/
https://apnews.com/article/journalists-ai-counterfeit-writers-479cc3869c0638df5bbb26d4b1e4f18f
https://apnews.com/article/journalists-ai-counterfeit-writers-479cc3869c0638df5bbb26d4b1e4f18f
https://partnershiponai.org/aiincidentdatabase/
https://incidentdatabase.ai/


WHAT ARE WE DOING ABOUT IT AT 
BYU?

–––
C E S  P R I V A C Y  C E N T E R



BYU AI Committee

Guiding Principles

Cross-Functional Collaboration

Standards & Resources Governing & 
Facilitating Employee Use

Training and Awareness

CORE STRATEGIC 
COMPONENTS

Defined Mission & Role



The AI Committee helps guide the university in 
understanding and navigating the rapidly evolving trends 
in AI technology, including Generative AI, to promote safe 
and strategic adoption. It is tasked with analyzing AI’s 
impact, developing policy recommendations, bolstering 
the university’s grasp of AI’s potential, and ensuring 
practices are informed, consistent and spiritually 
strengthening. 

Additionally, the committee will establish and maintain a 
central repository for AI guidelines, resources, and tools to 
support uniform application and promote safety and best 
practices across the university.

R O L E  O F  B Y U  A I  C O M M I T T E E



C O M M U N I C A T I O N S

T E C H N O L O G Y  &

 A R C H I T E C T U R E

P R I V A C Y  &  

L E G A L

H U M A N  
R E S O U R C E S  &

F I N A N C E

I N T E L L E C T U A L  
P R O P E R T Y /  
C O P Y R I G H T

A C A D E M I C S  &  

H O N O R  C O D E

C R O S S - F U N C T I O N A L  
C O L L A B O R AT I O N



GENAI.BYU.EDU

FAQ

Announcements

Articles

Guidelines

R E S O U R C E S



G U I D I N G  P R I N C I P L E S

Integrity Transparency

Data 
Protection

Accountability



WHAT DO YOU NEED TO DO?
–––

C E S  P R I V A C Y  C E N T E R



START BY APPLYING
THE GUIDING AI 

PRINCIPLES



Includes integrity in our data, our processes, and as 

individuals. It involves maintaining the quality and 

accuracy of data inputs and outputs when using AI 

systems. This principle requires us to develop and 

apply standardized processes and rules as we test 

and operate AI systems. It involves measures to 

mitigate risk, prevent data hallucinations, and to 

avoid biases and inaccuracies. Integrity requires a 

steadfast commitment to acting in ethical and 

inclusive ways to promote fairness and compliance. It 

also includes using AI technologies to promote our 

educational and spiritual values and objectives to 

enhance lives in positive and uplifting ways.

• Promote educational and spiritual values    
and objectives.

• Prioritize data quality and accuracy.

• Develop and apply standardized processes.

KEY TAKEAWAYS:

INTEGRITY INTEGRITY

Image partially generated by ChatGPT



Emphasizes both security and privacy. It 

encompasses the safeguarding of personal data 

against unauthorized access, use, and loss. This 

involves implementing robust security measures, 

adhering to data privacy laws (such as GDPR and 

FERPA), and ensuring that personal data is collected, 

used, and stored only for specified, legitimate 

purposes. Processing data in line with data 

governance standards and retention policies helps 

us handle it in a way that respects individual privacy 

rights and mitigates risk. Data Protection also 

includes prioritizing safety, avoiding harm to 

individuals, and using AI systems that are resilient 

and reliable.

• Embed security, privacy, data governance, 
data retention.

• Prevent and mitigate risk. 

KEY TAKEAWAYS:

DATA PROTECTION INTEGRITYData protection

Image partially generated by ChatGPT



Is about making the AI systems' functionalities, data 

usage, and decision-making processes open and 

understandable to users and stakeholders. It entails 

providing clear, intelligible information about how AI 

systems operate, when they are in use, the data they 

use, and the logic behind their decisions. This 

principle supports the right to explanation, enabling 

individuals to understand and, if necessary, 

challenge AI-driven decisions.

• Be honest and open.

• Provide clear information about when AI is 
in use. 

KEY TAKEAWAYS:

TRANSPARENCY

transparency

Image partially generated by ChatGPT



Entails our commitment to be answerable for the 

outcomes of the AI systems we use. This includes 

establishing clear governance structures that define 

roles and responsibilities within the institution for AI 

decision-making and ensuring that AI systems are 

used in compliance with ethical standards and 

legal requirements. Accountability mechanisms may 

include policies, procedures, internal audits, 

trainings, and the establishment of a committee to 

oversee AI practices.

• Adhere to policies, standards, and 
procedures.

• Be responsible for how we use AI. 

KEY TAKEAWAYS:

ACCOUNTABILITY

accountability

Image partially generated by ChatGPT



1. Integrity 
• Promote educational and spiritual values and 

objectives.

• Prioritize data quality and accuracy.

• Develop and apply standardized processes.

2. Data Protection 

• Embed security, privacy, data governance, and 
data retention.  

• Prevent and mitigate risk.

3. Transparency 

• Be honest and open.

• Provide clear information about when AI is in 
use.

4. Accountability 

• Adhere to policies, standards, and procedures.

• Be responsible for how we use AI.

AI GUIDING PRINCIPLES

Whenever you use AI, always remember to apply these 4 guiding AI principles. Together, these principles form a foundation for the responsible governance of AI, 

promoting the use of AI technologies in ways that are ethical, legal, respectful of privacy and security, and aligned with our institutional values and goals, all while 

we enable innovation, gain efficiency, and harness even greater untapped potential.



1. Integrity 
❑ Use AI to promote educational and spiritual values and objectives, enhancing lives in positive and 

uplifting ways.

❑ Increase awareness of the strengths and limitations of the AI tool to set realistic expectations on how 

you can leverage it. Use it to supplement, not replace human work.

❑ Review data outputs to verify accuracy, relevancy, and data quality.

❑ Always cross-check AI-generated results to make sure they are accurate and appropriate.

❑ Periodically evaluate the AI tool’s performance using diverse and updated datasets to identify and 

address potential biases or inaccuracies.

2. Data Protection 
Security
❑ Keep your device and application versions updated to prevent vulnerabilities.

❑ Ensure that if you use mobile app versions, they are kept up to date as well.

❑ Use Multi-Factor Authentication (MFA) to enhance account security.

❑ Only use well-vetted and approved AI tools.

Privacy
❑ Review the privacy notice and data handling/sharing practices of any AI tool before usage.

❑ Only use well-vetted and approved AI tools.

❑ Do not share data with any AI tool without a business contract to ensure data privacy.

❑ Do not expose sensitive data or violate privacy regulations. 

❑ Do not enter Nonpublic Institutional Data into any AI tool. This type of data includes 

personally identifiable employee data, FERPA-covered student data, HIPAA-covered patient 

data, and may include research that is not yet publicly available. Refer to BYU's Data Use, 

Privacy, and Security Policy for more information.

❑ Maintain the strictest default privacy settings within the AI Tool.

❑ Do not allow your data or conversations to be used or stored to improve or train models when 

possible. If this is a requirement for usage, question if usage is strictly necessary. 

❑ Stay informed about data privacy best practices, by participating in institutional trainings, asking 

questions, and learning together about this constantly evolving space.

Data Retention
❑ If feasible, delete chats or threads within an AI tool once they have fulfilled their intended purpose. 

❑ Follow applicable data retention policies and standards for all data outputs.

3. Transparency 
❑ Cite the use of AI tools when applicable. 

❑ Maintain documentations of data handling, chatbot training protocols, and decision-making processes 

when appropriate and when used to make decisions that influence individuals and the institution.

❑ Provide individuals insight into AI-enabled decisions when requested.

4. Accountability 
❑ Take time to understand how the AI tool or software works and know its limitations.

❑ Use AI tools in appropriate and ethical ways, aligned to our institution’s values and objectives.

❑ Only input data and prompts that would not cause harm to an individual or the institution.

❑ Restrict access to customized GPTs or similar chatbots and data outputs based on user roles and 

responsibilities.

❑ When in doubt of what is appropriate use; ask, do not assume. 

❑ Ask your department CSR or OIT representative for clarification on AI usage or reach out to 

the CES Privacy Center for Privacy or AI Governance related concerns.

❑ Adhere to the existing policies, standards, and procedures put in place by the institution.

❑ A few key ones are Data, Use, Privacy, and Security; Privacy Notice; Academic Integrity Policy; 

and CES Honor Code

❑ Stay informed. Participate in trainings to increase awareness and understanding of both potential 

risks and gains tied to the usage of various AI tools.

AI  GUI DI NG PRI NCI PLES:  SELF -CHECK
For additional guidance, below is a quick checklist to assist you in adhering to the four AI Guiding Principles.



A I  G U I D I N G  P R I N C I P L E S  
&  S E L F - C H E C K



ADDITIONAL RESOURCES
–––

C E S  P R I V A C Y  C E N T E R



E X P L O R I N G  R I S K S  I N  A I :

https://plot4.ai/library



E X A M P L E  A S S E S S M E N T:

https://plot4.ai/library



E X P L O R I N G  A C C U R A C Y  I N  A I :

Images are from an AI class held at the IAPP’s Privacy. 
Security. Risk Conference taught by:

Dr. Sara Jordan Senior Researcher, Artificial Intelligence and 
Ethics at the Future of Privacy Forum

Ilana Golbin Blumenfeld, Global Responsible AI Lead, PwC

What do we do when AI is inaccurate?
“Employees should be regularly reminded that: generative AI outputs can be incorrect, out-of-date, biased, or 
misleading. Individuals are responsible for the content they create, regardless of the assistance of generative AI tools, 
and employees are encouraged to independently verify the accuracy of any outputs. Verification is particularly 
important when employees use AI in situations that require legal certification of accuracy, e.g. financial reports, court 
filings, and due diligence documents.” 

- Amber Ezzell, Future of Privacy Forum, Generative AI for Organizational Use: Internal Policy Checklist, July 2023 



E X P L O R I N G  B I A S  I N  A I :

How does bias occur in AI?

“AI bias is caused by bias in data sets, people designing AI models and those
interpreting its results.

People write the algorithms; people choose the data used by algorithms and
people decide how to apply the results of the algorithms. Without diverse teams
and rigorous testing, it can be too easy for people to let subtle, unconscious
biases enter, which AI then automates and perpetuates.”

- PWC Responsible AI Toolkit

Exercise 1: Search “Doctor” vs “Nurse” in Google images.

Exercise 2: Search “Beautiful” in Google images.



E X A M P L E  O F  B I A S  I N  A I :



E X P L O R I N G  E T H I C S  I N  A I :

How do you create ethical AI?
“In order to create end-to-end ethics-by-design, mature AI ethics 
practices combine ethical AI product development and engineering 
with privacy, legal, user research, design, and accessibility partners to 
create a holistic approach to the development, marketing, sale, and 
implementation of AI.”

- Kathy Baxter, Principal Architect, Salesforce Ethical AI Practice



E X P L O R I N G  P R I V A C Y  &  S E C U R I T Y  I N  A I :
“One of the principles of responsible AI regularly mentioned refers
explicitly to “privacy.” This is reminiscent of the obligation to apply
general privacy principles, which are the backbone of privacy and data
protection globally, to AI/ML systems which process personal data. This
includes ensuring collection limitation, data quality, purpose
specification, use limitation, accountability and individual participation.

Principles of trustworthy AI like transparency and explainability, fairness
and non-discrimination, human oversight, robustness and security of
data processing can regularly be related to specific individual rights and
provisions of corresponding privacy laws.” 

-Katharina Koerner
https://iapp.org/news/a/privacy-and-responsible-ai/



ALGORITHM

GENERATIVE AI

ARTIFICIAL INTELLIGENCE

A broad term used to describe an 

engineered system where 

machines learn from experience, 

adjusting to new inputs, and 

potentially performing tasks 

previously done by humans. More 

specifically, it is a field of computer 

science dedicated to simulating 

intelligent behavior in computers. It 

may include automated decision-

making.

A subfield of AI involving algorithms that 

enable computer systems to iteratively 

learn from and then make decisions, 

inferences or predictions based on data. 

These algorithms build a model from 

training data to perform a specific task on 

new data without being explicitly 

programmed to do so.

ML implements various algorithms that 

learn and improve by experience in a 

problem-solving process that includes data 

cleansing, feature selection, training, 

testing and validation. Common examples: 

fraud detection, recommender systems, 

customer inquiries, natural language 

processing, health care, or transport and 

logistics.

MACHINE LEARNING DEEP LEARNING

A subfield of AI and machine learning that 

uses artificial neural networks. Deep 

learning is especially useful in fields where 

raw data needs to be processed, like 

image recognition, natural language 

processing and speech recognition.

AUTOMATED DECISION-
MAKING

The process of making a decision by 

technological means without human 

involvement

A computational procedure or set of 

instructions and rules designed to perform 

a specific task, solve a particular problem, 

or produce a machine learning or AI 

model.

A field of AI that uses machine 

learning models trained on large data 

sets to create new content, such as 

written text, code, images, music, 

simulations and videos. These 

models are capable of generating 

novel outputs based on input data or 

user prompts.

KEY AI DEFINTIONS

ADDITIONAL TERMS AND INFO: https://iapp.org/resources/glossary/

AI GOVERNANCE

A system of policies, practices and 

processes organizations implement to 

manage and oversee their use of AI 

technology and associated risks to 

ensure the AI aligns with an 

organization's objectives, is developed 

and used responsibly and ethically, and 

complies with applicable legal 

requirements.



UNSUPERVISED LEARNING

A subset of machine learning where the model is 

trained by looking for patterns in an unclassified 

data set with minimal human supervision. The AI is 

provided with preexisting data sets and then 

analyzes those data sets for patterns. 

This type of learning is useful for training an AI for 

techniques such as clustering data (outlier 

detection, etc.) and dimensionality reduction 

(feature learning, principal component analysis, 

etc.).

KEY AI DEFINTIONS

REINFORCEMENT LEARNING

A machine learning method that trains a model to 

optimize its actions within a given environment to 

achieve a specific goal, guided by feedback 

mechanisms of rewards and penalties. 

This training is often conducted through trial-and-

error interactions or simulated experiences that do 

not require external data. For example, an 

algorithm can be trained to earn a high score in a 

video game by having its efforts evaluated and 

rated according to success toward the goal.

A subset of machine learning where the model is 

trained on input data with known desired outputs. 

These two groups of data are sometimes called 

predictors and targets, or independent and 

dependent variables, respectively. 

This type of learning is useful for training an AI to 

group data into specific categories or making 

predictions by understanding the relationship 

between two variables.

SUPERVISED LEARNING

ADDITIONAL TERMS AND INFO: https://iapp.org/resources/glossary/

INPUT DATA

Data provided to or directly acquired by a learning 

algorithm or model for the purpose of producing 

an output. It forms the basis upon which the 

machine learning model will learn, make 

predictions and/or carry out tasks.

SYNTHETIC DATA

Data generated by a system or model that can 

mimic and resemble the structure and statistical 

properties of real data. It is often used for testing 

or training machine learning models, particularly in 

cases where real-world data is limited, unavailable 

or too sensitive to use.

TESTING DATA

A subset of the data set used to provide an 

unbiased evaluation of a final model. It is used to 

test the performance of the machine learning 

model with new data at the very end of the model 

development process.







• NIST AI Risk Management Framework

• NIST AI Risk Management Framework

• IAPP Glossary of Privacy Terms

• Key Privacy Terms

• IAPP AI Governance Center

• AI Governance Center (iapp.org)

• Key AI Terms

• OECD.AI Policy Observatory

• AI-Principles Overview - OECD.AI

• OECD’s live repository of AI strategies & policies - OECD.AI

• Partnership on AI

• Home - Partnership on AI

• AI Incident Database

• Welcome to the Artificial Intelligence Incident Database

• Future of Privacy Forum

• AI & Machine Learning – Future of Privacy Forum (fpf.org)

• Generative AI Checklist (Print Version) (fpf.org)

• Privacy Library of Threats 4 Artificial Intelligence

• PLOT 4 AI

• LinkedIn Learning Courses

• Introduction to Artificial Intelligence (1 hr 34 min)

• Artificial Intelligence Foundations: Thinking Machines (1 hr 27 min)

• Artificial Intelligence Foundations: Machine Learning (1 hr 50 min)

• What is Generative AI (42 min)

• AI Trends (1 hr 15 min)

• Over 4000 Courses covering engineering aspects, Chat GPT focused, etc.

• Microsoft AI 

• Machine Learning Algorithm Cheat Sheet - designer - Azure Machine 
Learning | Microsoft Learn

• Microsoft Responsible AI

• PWC Responsible AI Toolkit

• PWC Responsible AI Toolkit

• PWC AI Hub

• Salesforce AI Ethics & Maturity Model

• Ethical AI Practices

• Ethical AI Maturity Model

RESOURCES

https://www.nist.gov/publications/artificial-intelligence-risk-management-framework-ai-rmf-10
https://iapp.org/resources/glossary/
https://iapp.org/about/ai-governance-center/
https://iapp.org/resources/article/key-terms-for-ai-governance/
https://oecd.ai/en/ai-principles
https://oecd.ai/en/dashboards/overview
https://partnershiponai.org/
https://incidentdatabase.ai/
https://fpf.org/issue/ai-ml/
https://fpf.org/wp-content/uploads/2023/07/Generative-AI-Checklist.pdf
https://plot4.ai/
https://learn.microsoft.com/en-us/azure/machine-learning/algorithm-cheat-sheet?view=azureml-api-1
https://learn.microsoft.com/en-us/azure/machine-learning/algorithm-cheat-sheet?view=azureml-api-1
https://www.microsoft.com/en-us/ai/responsible-ai?ef_id=_k_61c7d88f6e341e97efd5be10bcbf79d8_k_&OCID=AIDcmm1o1fzy5i_SEM__k_61c7d88f6e341e97efd5be10bcbf79d8_k_&msclkid=61c7d88f6e341e97efd5be10bcbf79d8
https://www.pwc.com/gx/en/issues/data-and-analytics/artificial-intelligence/what-is-responsible-ai.html
https://www.pwc.com/gx/en/issues/data-and-analytics/artificial-intelligence.html
https://www.salesforce.com/news/stories/salesforce-debuts-ai-ethics-model-how-ethical-practices-further-responsible-artificial-intelligence/
https://www.salesforceairesearch.com/static/ethics/EthicalAIMaturityModel.pdf


ADDITIONAL 
QUESTIONS OR  
THOUGHTS?

Contact: 

Gabrielle Harris 
CES Privacy Officer
Gabrielle_harris@byu.edu
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